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SERVICE MANAGEMENT DEVICE, DISPLAY
METHOD, AND INFORMATION STORAGE
MEDIUM

TECHNICAL FIELD

The present invention relates to a service management
device, a display method, and a program.

BACKGROUND ART

For example, Patent Document 1 discloses a plant opera-
tion apparatus that operates a plant such as water and sewage
equipment. The plant operation apparatus displays current
value data and past record data to be superimposed with each
other on a trend graph in which a vertical axis represents a
flow rate and a horizontal axis represents time.

Patent Document 1 discloses that, according to the plant
operation apparatus, it is possible to compare a tendency of a
current plant operation and a tendency of a past plant opera-
tion and to detect an abnormal tendency, in particular, to
clearly ascertain abnormalities that occur in an unexpected
fashion.

RELATED DOCUMENT
Patent Document

[Patent Document 1] Japanese Unexamined Patent Publica-
tion No. 2000-10620

DISCLOSURE OF THE INVENTION

There is a system that provides a predetermined service to
a user who has accessed via a computer network. For
example, there is a system that provides a user who has
accessed to the system with a Web screen including predeter-
mined information via a terminal device and with a service
that receives applications for product purchasing from the
Web screen.

There is a demand for a unit, when any error occurs in a
service provided by the system, that allows a user such as a
system manager to easily ascertain the degree of influence on
the service provision due to the error.

Therefore, the present inventor has considered a unit for
ascertaining the degree of influence on the service provision
due to the error using changes in access frequency of a ter-
minal device to the service. However, the factors of changes
in access frequency include other factors as well as a service
error. Accordingly, only with information indicating the
changes in the access frequency, a user cannot ascertain
which factors cause the changes. In other words, the user
cannot easily ascertain the degree of influence on the service
provision due to the error only with the information.

Therefore, an object of the present invention is to provide a
unit for allowing a user, when any error occurs in a predeter-
mined service provided on a computer network, to easily
ascertain the degree of influence on the service provision due
to the error.

According to the present invention, there is provided a
service management device including a graphing unit that
graphically displays, on an identical time series graph, an
access frequency to a predetermined service provided on a
computer network and a predicted access frequency to the
service in a state where no error occurs in the service, and
displays an error occurrence time, on the time series graph,
when the error occurs in the service.
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According to the present invention, there is also provided a
display method including: graphically displaying, on an iden-
tical time series graph, an access frequency to a predeter-
mined service provided on a computer network and a pre-
dicted access frequency to the service in a state where no error
occurs in the service; and displaying an error occurrence time,
on the time series graph, when the error occurs in the service.

According to the present invention, there is also provided a
program for causing a computer to function as a graphing
unit, wherein the graphing unit graphically displays, on an
identical time series graph, an access frequency to a prede-
termined service provided on a computer network and a pre-
dicted access frequency to the service in a state where no error
occurs in the service, and displays an error occurrence time,
on the time series graph, when the error occurs in the service.

According to the present invention, when any error occurs
in a predetermined service provided on a computer network,
a user may easily ascertain the degree of influence on the
service provision due to the error.

BRIEF DESCRIPTION OF THE DRAWINGS

The above-described objects, other objects, features and
advantages will be further apparent from the preferred
embodiments described below, and the accompanying draw-
ings as follows.

FIG. 1 is a functional block diagram showing an example
of a configuration of a service management device of an
embodiment of the present invention.

FIG. 2 shows a diagram for describing a configuration of an
access information acquisition unit and an access information
holding unit of an embodiment of the present invention.

FIG. 3 is a diagram for describing a configuration of a
predicted access frequency information holding unit of an
embodiment of the present invention.

FIG. 4 is a graph for describing a configuration of a graph-
ing unit of an embodiment of the present invention.

FIG. 5 is a diagram for describing a configuration of an
error occurrence time acquisition unit of an embodiment of
the present invention.

FIG. 6 is a flow chart showing an example of the flow of
processing of the service management device of the embodi-
ment of the present invention.

FIG. 7 is a graph for describing a configuration of the
graphing unit of the embodiment of the present invention.

FIG. 8 is a graph for describing a configuration of the
graphing unit of the embodiment of the present invention.

FIG. 9 is a graph for describing a configuration of the
graphing unit of the embodiment of the present invention.

FIG. 10 is a graph for describing a configuration of the
graphing unit of the embodiment of the present invention.

FIG. 11 is an example of a functional block diagram of the
service management device of the embodiment of the present
invention.

FIG. 12 is a graph for describing a configuration of the
graphing unit of the embodiment of the present invention.

FIG. 13 is a graph for describing a configuration of the
graphing unit of the embodiment of the present invention.

FIG. 14 is a graph for describing a configuration of the
graphing unit of the embodiment of the present invention.

FIG. 15 is a graph for describing a configuration of the
graphing unit of the embodiment of the present invention.

FIG. 16 is a graph for describing a configuration of the
graphing unit of the embodiment of the present invention.
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FIG. 17 is a diagram for describing a configuration ofa past
record information holding unit of the embodiment of the
present invention.

DESCRIPTION OF EMBODIMENTS

Hereinafter, embodiments of the present invention will be
described with reference to the accompanying drawings.

A service management device of the embodiment is real-
ized by an arbitrary combination of hardware and software on
the basis of a CPU, a memory, a program loaded into the
memory (including a program previously stored in the
memory from when shipping out the device and a program
downloaded from a storage medium such as a CD, or a server
or the like on the Internet) of an arbitrary computer, a storage
unit such as a hard disk that stores the program, and an
interface for network connection. In addition, one of ordinary
skill in the art can understand that various modified examples
of a realizing method and device can be made.

Functional block diagrams used in describing the embodi-
ment show function-based blocks rather than hardware-based
configurations. In the functional block diagrams, although
description is given such that each device is realized by one
equipment, a realizing unit thereof is not limited thereto. In
other words, each device may be configured to be physically
or logically separated.

First Embodiment

FIG. 1 is a functional block diagram showing an example
of a configuration of a service management device 1 of the
embodiment of the present invention. The service manage-
ment device 1 of the embodiment shown in FIG. 1 includes a
graphing unit 10, an influence determination unit 20, an
access information acquisition unit 30, an error occurrence
time acquisition unit 40, a predicted access frequency infor-
mation holding unit 50, and an access information holding
unit 60. The service management device 1 of the embodiment
may be configured not to include the predicted access fre-
quency information holding unit 50 and/or the access infor-
mation holding unit 60. In this case, the constituent elements
(the predicted access frequency information holding unit 50
and/or the access information holding unit 60) not included in
the service management device 1 are provided in the device
other than the service management device 1, and the device
and the service management device 1 are configured to com-
municate with each other in a wired or wireless manner. In
addition, the service management device 1 is configured to
have access to the constituent elements included in another
device and execute reading and/or writing processes of pre-
determined data. Hereinafter, the constituent elements
included in the service management device 1 will be
described.

The access information acquisition unit 30 acquires access
information in which an access frequency indicating a num-
ber of accesses of a terminal device or the like to a predeter-
mined service provided on a computer network is associated
with information indicating an access time.

The predetermined service is not particularly limited and
includes all types of services provided on a computer network
such as the Internet or a Local Area Network (LAN). For
example, the predetermined service may be a service that
transmits a Web screen including predetermined information
to a user terminal device having access to the service and
receives applications for products purchasing from the Web
screen.
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Inthe embodiment, the access information acquisition unit
30 acquires access information in which an access frequency
to a ‘first service” and information indicating an access time
are associated with each other.

The access information may be information indicating the
access frequency in time zones (hereinafter, referred to as
‘access time zone’) with a predetermined width. FIG. 2 shows
an example of the access information.

In an access information table 2a shown in FIG. 2, an
‘access information ID’, an ‘access time zone’, and an ‘access
frequency’ are recorded in association with each other. The
access information ID is information for identifying each of a
plurality of pieces of access information. Each piece of the
access information is associated with information for one day,
that is, 1 day’s worth of the access frequency in each of the
time zones. The access information ID indicates the date of
acquisition of the associated information, that is, the date of
access to the service. Columns of the access time zone show
time zones like ‘A to B’. Time which is underlined means that
the time zone includes the time, and time which is not under-
lined means that the time zone does not include the time.

According to the access information table 24, it is seen that
an access information ID ‘20101001’ is information indicat-
ing the access frequency to the service on Oct. 1, 2010. It is
also seen that the access frequency between “10:00 and 10:01°
onOct. 1,20101s °15,003,271’, the access frequency between
‘10:01 and 10:02’ is <14,989,222°, and the access frequency
between ‘10:02 and 10:03” is 15,121,384,

Each piece of the access information may beset to, for
example, 6 hours worth of information, 12 hours worth of
information, or 3 days” worth of information, instead of infor-
mation for one day. A width of the access time zone depends
on a design matter and may be set to various time widths
including 0.1 sec., 1 sec., 5 sec., 30 sec., 1 min., 5 min., 10
min., and the like. Here, the above-described examples are
justexamples, and the present invention is not limited thereto.

Although a unit for allowing the access information acqui-
sition unit 30 to acquire the above-described access informa-
tion is not particularly limited, the access information acqui-
sition unit 30 may, for example, write the access information
by acquiring service access logs including information indi-
cating the access time to a predetermined service and by
aggregating the service access logs.

A unit for acquiring the above-described service access
logs may be realized according to the related art. For example,
when the predetermined service corresponds one-to-one to a
server providing the service, the access information acquisi-
tion unit 30 may acquire access logs to the server as service
logs.

In addition, when the predetermined service does not cor-
respond one-to-one to the server providing the service, for
example, when one server provides a plurality of services, the
access information acquisition unit 30 previously recognizes
a predetermined Web page that is first requested by a user
having access to the predetermined service. The access infor-
mation acquisition unit 30 may extract an access log request-
ing the predetermined Web page from among the access logs
of the server, and may acquire the extracted access log as a
service log.

As another example in which the predetermined service
does not correspond one-to-one to the server providing the
service, when a plurality of servers having a redundant con-
figuration provide one service, the access information acqui-
sition unit 30 may acquire the access logs of all the plurality
of servers as service access logs.

As another example in which the predetermined service
does not correspond one-to-one to the server providing the
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service, when a plurality of servers having a redundant con-
figuration provide a plurality of services, the access informa-
tion acquisition unit 30 previously recognizes a predeter-
mined Web page that is first requested by a user having access
to the predetermined service. The access information acqui-
sition unit 30 may extract an access log requesting the prede-
termined Web page from among the access logs of all the
plurality of servers and may acquire the extracted access log
as the service log.

A unit for allowing the access information acquisition unit
30 to acquire the service access log is just an example, and the
unit may berealized using various other related arts according
to service contents or a system configuration or the like for
providing services.

A unit for allowing the access information acquisition unit
30 to aggregate the service access log and to write the above-
described access information may be realized according to
the related art, and thus a detailed description thereof will not
be repeated here.

Each piece of the access information may include attribute
information as shown in the access information table 2a of
FIG. 2. The attribute information is associated with the access
information ID. The attribute information includes an
attribute that is an attribute of a date on which each piece of
the access information is acquired (access date), and consid-
ered to have an influence on the access frequency to the
service. For example, the attribute information may include
one or more from among date, season, weather, highest tem-
perature, and lowest temperature. The attribute information
may include other pieces of information.

Although a unit for allowing the access information acqui-
sition unit 30 to acquire the above-described attribute infor-
mation is not particularly limited, the access information
acquisition unit 30, for example, may previously hold posi-
tional information (URL or the like) of a predetermined
server, have access to the server via the Internet, and acquire
the above-described attribute information. Alternatively, the
access information acquisition unit 30 may acquire the
attribute information by receiving an input of the attribute
information from a user.

The access information acquisition unit 30 may hold the
acquired access information in the access information hold-
ing unit 60 shown in FIG. 1.

Referring back to FIG. 1, the predicted access frequency
information holding unit 50 holds information (hereinafter,
referred to as ‘predicted access frequency information”) indi-
cating a predicted access frequency to a first service in a state
where no error occurs in the first service.

The predicted access frequency information may be infor-
mation indicating the predicted access frequency in each of
the time zones with a predetermined width. Here, it is pref-
erable that the width of the time zone coincide with the width
of the access time zone.

The predicted access frequency information may be, for
example, information (hereinafter, referred to as “past record
information’) indicating a past access record itself to the first
service. Alternatively, the predicted access frequency infor-
mation may be information that is written by a user by using
the past record information. In other words, the predicted
access frequency information may be information that is
newly written by a user by editing the past record information.
FIG. 3 shows an example of the predicted access frequency
information.

A configuration of a predicted access frequency informa-
tion table 3a shown in FIG. 3 is the same as that of the access
information table 2a shown in FIG. 2. In other words, the
predicted access frequency information table 3a shows a “pre-
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dicted access frequency information ID’, a ‘time zone’, and a
‘predicted access frequency’ that are associated with each
other. The predicted access frequency information 1D is infor-
mation for identifying a plurality of pieces of predicted access
frequency information. Each piece of the predicted access
frequency information is associated with information for one
day. The predicted access frequency information ID indicates
a date. When the predicted access frequency information is
the past record information, the predicted access frequency
information ID indicates a date (access date to service) on
which the past record information is acquired. In addition,
when the predicted access frequency information is informa-
tion that is written by editing the past record information, the
predicted access frequency information ID indicates the date
(access date to service) on which the edited past record infor-
mation is acquired. Columns of the time zone show time
zones like ‘A to B’. A displaying technique thereof is the same
as that described in the access information table 2a shown in
FIG. 2.

Each piece of the predicted access frequency information
may be set to, for example, 6 hours worth of information, 12
hours worth of information, or 3 days’ worth of information,
instead of information for one day. The predicted access
frequency information holding unit 50 may be configured to
hold only one piece of the predicted access frequency infor-
mation rather than holding a plurality of pieces of the pre-
dicted access frequency information.

Each piece of the predicted access frequency information
may include attribute information as shown in the predicted
access frequency information table 3a of FIG. 3. The attribute
information is associated with the predicted access frequency
information ID. The attribute information is information indi-
cating under what situation each piece of the predicted access
frequency information is a predicted access frequency. In
other words, the predicted access frequency associated with a
predicted access frequency information ID 20091002° is
information indicating the predicted access frequency corre-
sponding to ‘Friday’ of the date, ‘autumn’ of the season,
‘sunny’ of the weather, ‘22.0° C.” of the highest temperature,
‘19.0° C. of'the lowest temperature. Here, the attribute infor-
mation is information indicating an attribute that is consid-
ered to have an influence on the access frequency to the
service, and the attribute information may be the same as the
attribute information included in the above-described access
information.

Referring back to FIG. 1, the graphing unit 10 displays, on
an identical time series graph, the access frequency to the first
service (hereinafter, referred to as ‘actual access frequency’)
and the predicted access frequency to the first service (here-
inafter, simply referred to as ‘predicted access frequency’) in
a state where no error occurs in the first service. FIG. 4 shows
an example of the graph display using the graphing unit 10.

The graph shown in FIG. 4 is a time series graph in which
avertical axis represents an access frequency to the service, a
horizontal axis represents time, and the access frequency is
plotted in a chronological order. In the time series graph
shown in FIG. 4, the actual access frequency is indicated by a
solid line as a ‘record’, and the predicted access frequency is
indicated by a dashed line as a ‘prediction’.

The graphing unit 10 may be previously configured to be
able to use template data of the time series graph. The graph-
ing unit 10 displays, on the time series graph, the access
frequency in each of the time zones using the access infor-
mation acquired from the access information acquisition unit
30 or the access information holding unit 60 so as to realize
the graph display of the actual access frequency as shown in
FIG. 4. The graphing unit 10 displays, on the time series
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graph, the predicted access frequency in each of the time
zones using the predicted access frequency information
acquired from the predicted access frequency information
holding unit 50 so as to realize the graph display of the
predicted access frequency as shown in FIG. 4.

When the predicted access frequency information holding
unit 50 holds a plurality of pieces of the predicted access
frequency information, the graphing unit 10 determines one
piece of the predicted access frequency information used for
the graph display as follows.

For example, the graphing unit 10 may determine one piece
of the predicted access frequency information using the
attribute information included in the access information (see
FIG. 2) and the predicted access frequency information (see
FIG. 3). Specifically, the graphing unit 10 may determine, as
the predicted access frequency information used for the graph
display, the predicted access frequency information in which
the same day as a day included in the attribute information of
the access information displayed to be superimposed thereon.
The graphing unit 10 may determine, as the predicted access
frequency information used for the graph display, the pre-
dicted access frequency information in which the same sea-
son or weather as the season or weather included in the
attribute information of the access information displayed to
be superimposed thereon. In addition, the graphing unit 10
may determine, as the predicted access frequency informa-
tion used for the graph display, the predicted access frequency
information in which the highest temperature or the lowest
temperature that is within a predetermined difference (for
example, within 1° C.) from the highest temperature or the
lowest temperature included in the attribute information of
the access information displayed to be superimposed thereon.
In addition, the graphing unit 10 may determine, as the pre-
dicted access frequency information used for graph display,
the predicted access frequency information constituted by the
past record information that is acquired on the same month as
a month (access month) on which the access information
displayed to be superimposed thereon is acquired using the
access information ID and the predicted access frequency
information ID, or the predicted access frequency informa-
tion written using the past record information.

In addition, the graphing unit 10 may receive an input to
select one piece of the predicted access frequency informa-
tion from a user and determine the predicted access frequency
information selected by the user as the predicted access fre-
quency information used for the graph display. At this time,
the graphing unit 10 may output, as a material used for deter-
mination for the user to select the one piece of the predicted
access frequency information, attribute information associ-
ated with the predicted access frequency information to the
user, for example, using an output device such as a display.

Here, the above-described ‘previous configuration to be
able to use data’ may be a configuration in which the data is
stored in the service management device 1 in advance and can
be used by extraction from the service management device.
Alternatively, the data may be previously stored in a device
that is different from the service management device 1 and
may be configured to communicate with the service manage-
ment device 1 in a wired or wireless manner so as to use the
data received from the device.

Referring back to FIG. 4, the graphing unit 10 displays on
the time series graph, when an error occurs in the first service,
the time at which the error occurs (hereinafter, referred to as
‘error occurrence time’). Although a unit for displaying the
error occurrence time is not particularly limited, the error
occurrence time may be displayed using a combination of a
dotted line, an arrow, and a character, for example, as shown
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in FIG. 4. According to the time series graph shown in FIG. 4,
it is seen that the time around 9:45 is the error occurrence
time.

Here, the service management device 1 of the embodiment
may determine the error occurrence time as time when the
error starts to influence the first service (hereinafter, referred
to as ‘influence start time”). Accordingly, the graphing unit 10
may display the time that is the same as the error occurrence
time as the influence start time, for example, as shown in FI1G.
4. Although a unit for displaying the influence start time is not
particularly limited, the influence start time may be displayed
using a combination of the dotted line, the arrow, and the
character, for example, as shown in FIG. 4. According to the
time series graph shown in FIG. 4, it is seen that the time
around 9:45 is the influence start time.

The graphing unit 10 displays, on the time series graph,
time when the error occurring in the first service no longer
influences the first service provision (hereinafter, referred to
as ‘influence termination time’). Although a unit for display-
ing the influence termination time is not particularly limited,
the influence termination time may be displayed using a com-
bination of the dotted line, the arrow, and the character, for
example, as shown in FIG. 4. According to the time series
graph shown in FIG. 4, it is seen that the time around 12:00 is
the influence termination time.

The graphing unit 10 acquires information indicating an
error occurrence time from the error occurrence time acqui-
sition unit 40 to be described below and realizes specifying
the error occurrence time (influence start time) and displaying
it on the time series graph using the acquired information
indicating the error occurrence time. In addition, the graphing
unit 10 acquires predetermined information from the influ-
ence determination unit 20 to be described below and realizes
specifying the influence termination time and displaying it on
the time series graph using the acquired information.

The time series graph displayed by the graphing unit 10, for
example, the time series graph shown in FIG. 4 may be moved
in a scroll manner in a time axis direction. In such a case
where the time series graph is present on a data indicated by
the information corresponding to a date indicated by the time
axis after the movement in the scroll manner, that is, a data
indicated by the actual access frequency and the predicted
access frequency on a date indicated by the time axis after the
movement in the scroll manner, information indicating the
error occurrence time, the influence start time, the influence
termination time, and a restoration time is graphically dis-
played.

Referring back to FIG. 1, the error occurrence time acqui-
sition unit 40 acquires, if an error occurs in the first service,
information indicating the error occurrence time (hereinafter,
referred to as ‘error occurrence time information’). Various
types of errors may occur in the first service, and examples of
the errors in the first service may include at least one from
among an error in which the first service is not normally
operated, an error in which a server providing the first service
has a redundant configuration and thus the redundant con-
figuration collapses, and an error in which a response time of
the server providing the first service becomes later than a
predetermined time (design matter). These are just examples,
and other types of errors may be included.

Although a unit for allowing the error occurrence time
acquisition unit 40 to acquire the error occurrence time infor-
mation is not particularly limited, the error occurrence time
information may be acquired from, for example, a monitoring
unit that monitors occurrence of the above-described errors.
Alternatively, the error occurrence time acquisition unit 40
may acquire information indicating that an error has
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occurred, from the monitoring unit and acquire the time at
which the information is acquired from, for example, a clock
included in the service management device 1 so as to set the
information and the time as the error occurrence time infor-
mation. A configuration of the monitoring unit may be real-
ized according to the related art.

If'the error occurrence time acquisition unit 40 acquires the
error occurrence time information, the error occurrence time
acquisition unit 40 may store in a memory, the error occur-
rence time information in association with information for
identifying an error occurrence date. The memory may be a
memory included in the service management device 1 or a
memory included in another device, and at least the graphing
unit 10 is required to be accessible to the memory. Here, F1G.
5 shows an example of a table (hereinafter, referred to as
‘error occurrence time table 5a°) in which the error occur-
rence time information is recorded in association with the
information for identifying the error occurrence date. In the
error occurrence time table 5a shown in FIG. 5, an access
information ID is recorded as the information for identifying
the error occurrence date.

Referring back to FIG. 1, the influence determination unit
20 determines the time when the error occurring in the first
service no longer influences the first service provision (influ-
ence termination time) on the basis of a relationship between
the actual access frequency (line shown as ‘record’) and the
predicted access frequency (line shown as “prediction’) on the
time series graph (see FIG. 4).

For example, the influence determination unit 20 may
determine, if a difference between the predicted access fre-
quency and the actual access frequency (‘predicted access
frequency’—‘actual access frequency’) in the same time zone
after the error occurrence time (influence start time) becomes
a predetermined value or less or becomes smaller than the
predetermined value, the time as the influence termination
time. Alternatively, the influence determination unit 20 may
determine, when the difference becomes the predetermined
value or less or becomes smaller than the predetermined value
and then a state thereof'is continued for a predetermined time,
the time when the difference becomes the predetermined
value or less or becomes smaller than the predetermined value
as the influence termination time. The predetermined value
and the predetermined time are design matters. In addition,
the predetermined value may include zero.

Alternatively, the influence determination unit 20 may
determine, if a difference between the predicted access fre-
quency and the actual access frequency (‘predicted access
frequency’—‘actual access frequency’) in the same time zone
after the error occurrence time (influence start time) becomes
equal to or less than a predetermined ratio of a maximum
value of a difference between the predicted access frequency
and the actual access frequency (‘predicted access fre-
quency’—‘actual access frequency’) in the same time zone
after the error occurrence time (influence start time) or
becomes smaller than the predetermined ratio, the time as the
influence termination time. Alternatively, the influence deter-
mination unit 20 may determine, when the difference
becomes equal to or less than the predetermined ratio or
becomes smaller than the predetermined ratio and then the
state is continued for a predetermined time, the time when the
difference becomes equal to or less than the predetermined
ratio or becomes smaller than the predetermined ratio as the
influence termination time. The predetermined ratio and the
predetermined time are design matters. In addition, the pre-
determined ratio may include zero.

In addition, as shown in FIG. 4, the graphing unit 10 may
display time when the error occurring in the first service is
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restored (hereinafter, referred to as ‘error restoration time”)
on the time series graph. Although a unit for displaying the
error restoration time is not particularly limited, the error
restoration time may be displayed, for example, using a com-
bination of the dotted line, the arrow, and the character as
shown in FIG. 4. According to the time series graph shown in
FIG. 4, it is seen that the time around 10:50 is the error
restoration time. The graphing unit 10 acquires information
indicating the error restoration time, for example, from the
above-described monitoring unit to specify and graphically
display the error restoration time.

Next, an example of the processing flow of the service
management device 1 of the embodiment will be described
with reference to FIGS. 1 to 6.

First, the graphing unit 10 shown in FIG. 1 extracts one
piece of the access information from the access information
acquisition unit 30 or the access information holding unit 60
(S10 of FIG. 6).

For example, the graphing unit 10 receives an input to
designate one piece of the access information from a user and
extracts the designated access information from the access
information acquisition unit 30 or the access information
holding unit 60. As a specific example, the graphing unit 10
receives an input of an access date from a user, searches an
access information ID indicating the access date in the access
information table 2a shown in FIG. 2 using the access date as
a key, and extracts the one piece of the access information.

Next, the graphing unit 10 shown in FIG. 1 extracts one
piece of the predicted access frequency information from the
predicted access frequency information holding unit 50 (S20
of FIG. 6).

For example, the graphing unit 10 extracts the predicted
access frequency information in which predetermined
attribute information corresponds to that included in the
access information, on the basis of the attribute information
(see FIG. 2) included in the access information extracted in
S10 and the attribute information (see FI1G. 3) included in the
predicted access frequency information held by the predicted
access frequency information holding unit 50. As a more
specific example, the graphing unit 10 extracts one of the
predicted access frequency information in which the day, the
season, and the weather included in the attribute information
correspond to those included in the access information
extracted in S10.

Thereafter, the graphing unit 10 shown in FIG. 1 acquires
information indicating the error occurrence time (S30 of FIG.
6).

For example, the graphing unit 10 acquires information
indicating the error occurrence time associated with an access
information ID of the access information extracted in S10
with reference to the error occurrence time table 5a shown in
FIG. 5 that is recorded by the error occurrence time acquisi-
tion unit 40.

Thereafter, the influence determination unit 20 shown in
FIG. 1 determines an error termination time using informa-
tion indicating the access information extracted in S10, the
predicted access frequency information extracted in S20, and
the error occurrence time acquired in S30 (S40 of FIG. 6).

For example, the influence determination unit 20 calculates
a difference between the predicted access frequency and the
actual access frequency (‘predicted access frequency’—‘ac-
tual access frequency’) in the same time zone after the error
occurrence time (influence occurrence time). Subsequently,
the influence determination unit 20 compares sizes of the
calculated difference and a predetermined value. When the
calculated difference is equal to or less than the predeter-
mined value or less than the predetermined value, the influ-
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ence determination unit 20 then determines a time zone
thereof to be the influence termination time.

Thereafter, the graphing unit 10 shown in FIG. 1 graphi-
cally displays the actual access frequency and the predicted
access frequency shown in FIG. 4 using the access informa-
tion extracted in S10 and the predicted access frequency
information extracted in S20. In addition, as shown in FIG. 4,
the graphing unit 10 also displays the error occurrence time
(influence start time) using information indicating the error
occurrence time acquired in S30. Further, as shown in FIG. 4,
the graphing unit 10 displays of the influence termination
time using the information determined in S40 (S50 of FIG. 6).

The service management device 1 of the embodiment may
be realized, for example, by installing the following program
in a computer.

The program for causing a computer to function as a graph-
ing unit, the graphing unit that graphically displays, on an
identical time series graph, an access frequency to a prede-
termined service provided on a computer network and a pre-
dicted access frequency to the service in a state where no error
occurs in the service, and displays an error occurrence time,
on the time series graph, when the error occurs in the service.

Subsequently, operations and effects of the service man-
agement device 1 of the embodiment will be described.

The service management device 1 of the embodiment, as
shown in FIG. 4, may display the actual access frequency, the
predicted access frequency, the error occurrence time (influ-
ence start time), and the influence termination time on an
identical time series graph.

According to the service management device 1 of the
embodiment, ifany error occurs in a service, a user may easily
ascertain the degree of influence on the service provision due
to the error using a difference between an actual access fre-
quency and a predicted access frequency before an influence
termination time after an error occurrence time (influence
start time).

Here, FIG. 7 shows another example of the graph display
realized by the service management device 1 of the embodi-
ment. In the graph shown in FIG. 4 and the graph shown in
FIG. 7, moments of time displayed on the graphs are different
from each other.

According to the graph shown in FIG. 4, it is seen that the
time around 9:45 is the error occurrence time (influence start
time) and the time around 12:00 is the influence termination
time. In addition, it is seen that the time around 10:50 is the
error restoration time. In other words, it is seen that even
though the service is restored from the error, the influence of
the error remains, and the error no longer influences the
service provision after approximately 1 hour and 10 minutes
has elapsed after the restoration of the service from the error.

According to the graph shown in FIG. 7, it is seen that the
time around 3:10 is the error occurrence time (influence start
time) and a moment which is slightly later than 4:30 is the
influence termination time. In addition, it is seen that the time
around 4:15 is the error restoration time. In other words, it is
seen that even though the service is restored from the error,
the influence of the error remains, and the error no longer
influences the service provision after approximately 15 min-
utes has elapsed after the restoration of the service from the
error.

Comparing FIGS. 4 and 7, it is easily seen that even though
an error occurs at time shown in the graph of FIG. 7, that is, in
the early morning when a user’s utilization frequency is low,
the degree of influence is comparatively low. On the other
hand, it is easily seen that when an error occurs at time shown
in the graph of FIG. 4, that is, at time when a user’s utilization
frequency is high, the degree of influence is high.
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Second Embodiment

The service management device 1 of the embodiment has
the same configuration as the service management device 1 of
the first embodiment except that the configuration of the
graphing unit 10 is partially different. An example of the
configuration of the service management device 1 of the
embodiment is shown using the functional block diagram of
FIG. 1. Hereinafter, the graphing unit 10 will be described.

The graphingunit 10 displays, as shown in FIG. 8, an actual
access frequency and a predicted access frequency on a time
series line graph. In FIG. 8, the actual access frequency is
indicated by a solid line shown as a ‘record’, and the predicted
access frequency is indicated by a dashed line shown as a
‘prediction’.

The graphing unit 10 distinctly displays, as information
indicating the degree of influence on the service provision due
to an error, an area (hereinafter, referred to as ‘influence
degree area’) that is interposed between a line indicating an
access frequency after an error occurrence time (influence
start time) and before an influence termination time and a time
zone section indicating a predicted access frequency having a
value greater than the access frequency in a line indicating a
predicted access frequency. In other words, in FIG. 8, the
graphing unit 10 distinctly displays, as information indicating
the degree of influence on the service provision due to an
error, an area that is interposed between the line indicating the
access frequency after the error occurrence time (influence
start time) and before the influence termination time and a
section positioned above the line indicating the access fre-
quency in the line indicating the predicted access frequency.
A unit for distinctly displaying the area is not particularly
limited. For example, in addition to drawing a diagonal line in
the influence degree area as shown in FIG. 8, the influence
degree area may be colored, or alternatively, an outline of the
influence degree area may be indicated by a heavy line or a
colored line.

In this case, the graphing unit 10 may show the influence
start time and the influence termination time by distinctly
displaying the influence degree area, and thus it is not neces-
sary to display the influence start time and the influence
termination time using a combination of the dotted line, the
arrow, and the character as shown in FIG. 4. According to the
graph shown in FIG. 8, it is seen that the time around 9:45 is
the influence start time and the time around 12:00 is the
influence termination time.

According to the service management device 1 of the
embodiment, ifany error occurs in a service, a user may easily
ascertain the degree of influence on the service provision due
to the error using a size of the area that is distinctly displayed.

Third Embodiment

The service management device 1 of the embodiment has
the same configuration as the service management devices 1
of the first and second embodiments except that the access
information acquisition unit 30 processes the latest access log
in real time to acquire access information and that the graph-
ing unit 10 processes the access information acquired in real
time by the access information acquisition unit 30 to graphi-
cally display the access information. An example of the con-
figuration of the service management device 1 of the embodi-
ment is shown using the functional block diagram of FIG. 1.

Here, FIGS. 9 and 10 show examples of a graph display
using the graphing unit 10 of the embodiment. FIG. 9 shows
the graph display based on the configuration of the first
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embodiment, and FIG. 10 shows the graph display based on
the configuration of the second embodiment.

According to the graphs shown in FIGS. 9 and 10, it is seen
that the time around 9:45 is an error occurrence time (influ-
ence start time), and the time around 10:50 is an error resto-
ration time. It is also seen that a present time is slightly before
11:30 and that an error is still influencing a service provision
at the present time.

In the embodiment, the graphing unit 10 determines one
piece of the predicted access frequency information used for
the graph display as follows.

For example, the graphing unit 10 may receive an input to
select one piece of the predicted access frequency informa-
tion from a user and determine the selected predicted access
frequency information as predicted access frequency infor-
mation used for a graph display. At this time, the graphing unit
10 may output, as a material used for determination per-
formed when the user selects the one piece of the predicted
access frequency information, attribute information associ-
ated with each piece of the predicted access frequency infor-
mation to the user through an output device such as a display.

In addition, the graphing unit 10 may determine one piece
of the predicted access frequency information using the
attribute information included in the predicted access fre-
quency information. Specifically, the graphing unit 10 may
previously hold positional information (URL or the like) of a
predetermined server, have access to the server via the Inter-
net, and acquire information indicating a situation (day,
weather, and the like) of the day. The graphing unit 10 may
determine, as the predicted access frequency information
used for the graph display, the predicted access frequency
information in which the acquired situation (for example,
sunny, Monday, and the like) is included in the attribute
information. The graphing unit 10 may also determine one
piece of the predicted access frequency information as the
predicted access frequency information used for the graph
display according to the month of the day in the same manner
as the first embodiment.

According to the service management device 1 of the
embodiment, in addition to operations and effects realized in
the first and second embodiments, a user may easily ascertain
in real time, if an error occurs in a service, the degree of
influence on the service provision due to the error, that is, the
degree of influence of the error has influenced the service
provision up to that moment of time.

Fourth Embodiment

The service management device 1 of the embodiment has
the same configuration as those of the service management
devices 1 of the first to third embodiments except that the
predicted access frequency information held by the predicted
access frequency information holding unit 50 is newly written
by the service management device 1 using the past record
information described in the first embodiment.

FIG. 11 is a functional block diagram showing an example
of a configuration of the service management device 1 of the
embodiment. The service management device 1 of the
embodiment shown in FIG. 11 includes the graphing unit 10,
the influence determination unit 20, the access information
acquisition unit 30, the error occurrence time acquisition unit
40, the predicted access frequency information holding unit
50, the access information holding unit 60, a past record
information holding unit 70, and a predicted access frequency
information writing unit 80. Hereinafter, a configuration of
each unit will be described.
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The past record information holding unit 70 holds past
record information. The past record information is as
described in the first embodiment, and thus a description
thereof will not be repeated here. The past record information
holding unit 70 holds, for example, a past record information
table 17a as shown in FIG. 17. A configuration of the past
record information table 17a is the same as that of the access
information table 2a shown in FIG. 2, and thus a description
thereof will not be repeated here. In addition, for convenience
of'the description, although the past record information table
17a is provided separately from the access information table
2a, the access information table 2a itself may be used as the
past record information table 17a.

The predicted access frequency information writing unit
80 writes predicted access frequency information on the basis
of the past record information held by the past record infor-
mation holding unit 70. The predicted access frequency infor-
mation is as described in the first embodiment, and thus a
description thereof will not be repeated here.

A unit for allowing the predicted access frequency infor-
mation writing unit 80 to write the predicted access frequency
information may be, for example, the following unit.

First, the predicted access frequency information writing
unit 80 extracts a plurality of pieces of the past record infor-
mation sharing predetermined attribute information from
among the plurality pieces of the past record information (see
FIG. 17). For example, the predicted access frequency infor-
mation writing unit 80 extracts the past record information
sharing, for example, day, season, and weather. In addition,
the predicted access frequency information writing unit 80
may extract the past record information of the same month on
the basis of a past record information ID. The predicted access
frequency information writing unit 80 writes one piece of the
predicted access frequency information using the extracted
plurality of pieces of the past record information. For
example, the predicted access frequency information writing
unit 80 may cause the access frequency for every time zone to
be averaged using the plurality of pieces of the past record
information so as to set the averaged access frequency as one
piece of the predicted access frequency information. The
predicted access frequency information writing unit 80 may
include the attribute information used for extraction of the
past record information as the attribute information included
in the predicted access frequency information.

The service management device 1 of the embodiment may
write one piece of the access frequency information using the
plurality of pieces of the past record information sharing
attributes included in the plurality of pieces of the past record
information.

The service management device 1 of the embodiment, in
addition to operations and effects realized in the first to third
embodiments, may improve the quality as reference data of
the predicted access frequency displayed to be superimposed
on the actual access frequency. As a result, when any error
occurs in a service, a user may easily ascertain the degree of
influence on the service provision due to the error with a
sufficient accuracy.

Fifth Embodiment

The access information acquisition unit 30 of the embodi-
ment has the same configuration as the service management
devices 1 of the first to fourth embodiments except that the
configuration of the influence determination unit 20 is difter-
ent. An example of the configuration of the service manage-
ment device 1 of the embodiment is shown as the functional
block diagram of FIG. 1 or 11.
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Here, F1G. 12 shows an example of a graph display realized
by the service management device 1 of the embodiment. As
shown in FIG. 12, even though an error occurs, the degree of
influence on the service provision due to the error may be low
depending on contents of the error. For example, when the
contents of the occurred error is an error in which a redundant
configuration of a server providing the service collapses, even
though the redundant configuration collapses, if a prelimi-
nary server is normally operated, the error has little influence
on the service provision.

In this case, there is a possibility that the influence deter-
mination units 20 of the first to fourth embodiments may not
be able to appropriately determine the influence termination
time. In the first to fourth embodiments, the influence deter-
mination unit 20 is configured to determine, if the difference
between the predicted access frequency and the actual access
frequency (‘predicted access frequency’-‘actual access fre-
quency’) inthe same time zone after the error occurrence time
(influence start time) becomes a predetermined value or less
or becomes smaller than the predetermined value, the time as
the influence termination time. However, when an error has
little influence on the service provision, there is a possibility
that the difference does not become the predetermined value
or more or may not become greater than the predetermined
value between the time after the error occurrence time (influ-
ence start time) and the time before the error restoration time.
In this case, there is a possibility that the influence determi-
nation unit 20 having the above-described configuration may
not be able to appropriately determine the influence termina-
tion time.

Accordingly, the influence determination unit 20 of the
embodiment may determine, if the difference between the
predicted access frequency and the actual access frequency
(“predicted access frequency’-‘actual access frequency’) in
the same time zone does not become the predetermined value
or more or does not become greater than the predetermined
value between the time after the error occurrence time (influ-
ence start time) and the time before the error restoration time,
the error restoration time as the influence termination time.

The influence determination unit 20 of the embodiment
determines the influence termination time in the same manner
as the first to fourth embodiments when the difference
between the predicted access frequency and the actual access
frequency (‘predicted access frequency’-‘actual access fre-
quency’) in the same time zone does not become the prede-
termined value or more or does not become greater than the
predetermined value between the time after the error occur-
rence time (influence start time) and the time before the error
restoration time.

The service management device 1 of the embodiment, in
addition to the operations and effects realized in the first to
fourth embodiments, may appropriately determine the influ-
ence termination time even when an error has little influence
on the service provision.

Hereinafter, other examples of the graph display realized
by the service management devices 1 of the first to fifth
embodiments will be described with reference to FIGS. 13 to
16.

The graph shown in FIG. 13 is different from the graphs
described in the first to fifth embodiments in that service
states are graphically displayed to be superimposed with each
other. In other words, a dashed line shown as a ‘service state’
is shown in the graph shown in FIG. 13. The line shows
service states in time zones by being positioned at any one
level from among ‘normal operation’, ‘normal stop’, and
‘abnormal stop’ shown in a vertical axis on the left. The
‘normal operation’ represents that the service is normally

10

25

30

40

45

16

being operated. The ‘normal stop’ represents that the service
is normally stopped due to, for example, the manipulation of
an operator. The ‘abnormal stop’ means an abnormal state in
which the service is stopped due to any error having occurred
in the service. According to the graph shown in FIG. 13, there
is no need to display the error occurrence time and the error
restoration time using a combination of the dotted line, the
arrow, and the character.

According to the graph shown in FIG. 13, it is seen that the
time around 10:30 is the error occurrence time (influence start
time) and the time around 12:00 is the influence termination
time. In addition, the time around 11:10 is the error restora-
tion time.

The graph shown in FIG. 14 is different from the graphs
described in the first to fifth embodiments in that the moments
of response time of a server providing a service are graphi-
cally displayed to be superimposed with each other. In other
words, the dashed line shown as the ‘service state’ is shown in
the graph in FIG. 14. The line shows the moments of response
time in time zones by the response time shown in a vertical
axis on the left. Being detected as an error if the response time
is later than 10 seconds is shown by the dotted line indicating
the response time ‘10 sec.” in FIG. 14. According to the graph
shown in FIG. 14, there is no need to display the error occur-
rence time and the error restoration time using a combination
of the dotted line, the arrow, and the character.

According to the graph shown in FIG. 14, it is seen that the
time around 10:30 is the error occurrence time (influence start
time) and that the time around 12:00 is the influence termi-
nation time. It is also seen that the error restoration time is
slightly before 11:30.

The graph shown in FIG. 15 is different from the graphs
described in the first to fifth embodiments in that states of a
redundant configuration of a server providing a service are
graphically displayed to be superimposed with each other. In
other words, the dashed line shown as the ‘service state’ is
shown in the graph shown in FIG. 15. The line shows service
states in time zones by being positioned at any one level from
among ‘OK’, ‘NG’, and ‘service stop’ shown in a vertical axis
on the left. The ‘OK’ represents that a redundant configura-
tion is held. The ‘NG’ represents that although the redundant
configuration collapses, a preliminary server is normally
being operated and thus the service is normally being oper-
ated. The ‘service stop’ represents that the redundant configu-
ration collapses and an error occurs in the preliminary server,
and thus the service is stopped. According to the graph, there
is no need to display the error occurrence time and the error
restoration time using a combination of the dotted line, the
arrow, and the character.

According to the graph shown in FIG. 15, it is seen that the
time around 10:15 is the error occurrence time (influence start
time) and that the time around 11:30 is the influence termi-
nation time. It is also seen that the time around 11:30 is the
error restoration time.

The graph shown in FIG. 16 is a graph in which a real time
display described in the third embodiment is performed. The
graph shown in FIG. 16 is different from the graphs described
in the first to fifth embodiments in that states of a redundant
configuration of a server providing a service are graphically
displayed to be superimposed with each other and that the
degree of influence that may occur when the service is
stopped is warningly displayed after the collapse of the redun-
dant configuration and until the restoration of the redundant
configuration. A technique of graphically displaying the
states of the redundant configuration to be superimposed
thereon is the same as that described with reference to FIG.
15. In addition, the solid line shown as the ‘record’ represent-
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ing the actual access frequency and the dashed line shown as
the ‘service state’ representing the states of the redundant
configuration of the server are shown only up to the present
time (around 11:30).

The graph shown in FIG. 16 distinctly shows, as the degree
of influence that may occur when the service is stopped, the
area interposed between the line indicating the predicted
access frequency after the collapse of the redundant configu-
ration and after the present time and a horizontal axis indi-
cating the access frequency ‘zero’. In addition, a unit for
distinctly displaying the area may be realized according to the
unit for distinctly displaying the influence degree area
described in the second embodiment.

According to the graph shown in FIG. 16, it is seen that the
time around 10:30 is the error occurrence time (influence start
time) and that the redundant configuration has not been yet
restored at the present time. After this, it is possible to ascer-
tain, by a size of an area A that is distinctly displayed, the
degree of influence that may occur when an error occurs in a
preliminary server and thus the service is stopped.

The application is based on Japanese Patent Application
No. 2010-235302 filed on Oct. 20, 2010, the content of which
is incorporated herein by reference.

What is claimed is:

1. A service management device comprising:

a graphing unit that graphically displays, on an identical
time series graph, an access frequency to a predeter-
mined service provided on a computer network and a
predicted access frequency to the service in a state where
no error occurs in the service, and displays an error
occurrence time, on the time series graph, when the error
occurs in the service; and

an influence determination unit that determines an influ-
ence termination time as a time when the error no longer
has an influence on the service provision, based on a
relationship between the access frequency and the pre-
dicted access frequency on the time series graph, and
causes the graphing unit to display the influence termi-
nation time.

2. The service management device according to claim 1,

wherein the graphing unit displays, on the time series
graph, the influence termination time determined by the
influence determination unit.

3. The service management device according to claim 2,

wherein the graphing unit graphically displays the access
frequency and the predicted access frequency on a time
series line graph, and distinctly displays, as information
indicating the degree of influence on the service provi-
sion due to the error, an area interposed between a line
indicating the access frequency and a line indicating the
predicted access frequency after the error occurs.

4. The service management device according to claim 2,

wherein the graphing unit graphically displays the access
frequency and the predicted access frequency on the
time series line graph, and distinctly displays, as infor-
mation indicating the degree of influence on the service
provision due to the error, an area interposed between a
line indicating the access frequency and a line indicating
the predicted access frequency after the error occurs and
before the influence termination time.

5. The service management device according to claim 2,

further comprising:

an access information acquisition unit that acquires access
information in which information indicating an access
time is associated with an access frequency to a prede-
termined service; and
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an error occurrence time acquisition unit that acquires
information indicating an error occurrence time if an
error occurs in the service,
wherein the graphing unit graphically displays, on the time
series graph, the access frequency to the service using
the access information and displays the error occurrence
time using the information indicating the error occur-
rence time.
6. The service management device according to claim 2,
wherein the predicted access frequency is determined
based on a past access record to the service.
7. The service management device according to claim 1,
wherein the graphing unit graphically displays the access
frequency and the predicted access frequency on a time
series line graph, and distinctly displays, as information
indicating the degree of influence on the service provi-
sion due to the error, an area interposed between a line
indicating the access frequency and a line indicating the
predicted access frequency after the error occurs.
8. The service management device according to claim 7,
further comprising:
an access information acquisition unit that acquires access
information in which information indicating an access
time is associated with an access frequency to a prede-
termined service; and
an error occurrence time acquisition unit that acquires
information indicating an error occurrence time if an
error occurs in the service,
wherein the graphing unit graphically displays, on the time
series graph, the access frequency to the service using
the access information and displays the error occurrence
time using the information indicating the error occur-
rence time.
9. The service management device according to claim 1,
wherein the graphing unit graphically displays the access
frequency and the predicted access frequency on the
time series line graph, and distinctly displays, as infor-
mation indicating the degree of influence on the service
provision due to the error, an area interposed between a
line indicating the access frequency and a line indicating
the predicted access frequency after the error occurs and
before the influence termination time.
10. The service management device according to claim 9,
further comprising:
an access information acquisition unit that acquires access
information in which information indicating an access
time is associated with an access frequency to a prede-
termined service; and
an error occurrence time acquisition unit that acquires
information indicating an error occurrence time if an
error occurs in the service,
wherein the graphing unit graphically displays, on the time
series graph, the access frequency to the service using
the access information and displays the error occurrence
time using the information indicating the error occur-
rence time.
11. The service management device according to claim 1,
further comprising:
an access information acquisition unit that acquires access
information in which information indicating an access
time is associated with an access frequency to a prede-
termined service; and
an error occurrence time acquisition unit that acquires
information indicating an error occurrence time if an
error occurs in the service,
wherein the graphing unit graphically displays, on the time
series graph, the access frequency to the service using
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the access information and displays the error occurrence
time using the information indicating the error occur-
rence time.

12. The service management device according to claim 1,

wherein the predicted access frequency is determined
based on a past access record to the service.

13. The service management device according to claim 1,

wherein the graphing unit displays, on the time series
graph, time when the service is restored from the error.

14. The service management device according to claim 1,

wherein the errors in the service include at least one from
among an error in which the service is not normally
operated, an error in which a redundant configuration of
a server providing the service having a redundant con-
figuration collapses, and an error in which a response
time of the server is later than a predetermined time.

15. A display method comprising:

graphically displaying, on an identical time series graph,
anaccess frequency to a predetermined service provided
on a computer network and a predicted access frequency
to the service in a state where no error occurs in the
service;

determining, via an influence determination unit, an influ-
ence termination time which is time when the error no
longer has an influence on the service provision, based
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on a relationship between the access frequency and the
predicted access frequency on the time series graph;
displaying an error occurrence time on the time series
graph, when the error occurs in the service; and
graphically displaying the determined influence termina-
tion time.

16. A non-transitory information storage medium storing a
program for causing a computer to function as a graphing unit
and an influence determination unit,

wherein the graphing unit graphically displays, on an iden-

tical time series graph, an access frequency to a prede-
termined service provided on a computer network and a
predicted access frequency to the service in a state where
no error occurs in the service, and displays an error
occurrence time, on the time series graph, when the error
occurs in the service, and

wherein the influence determination unit determines an

influence termination time as a time when the error no
longer has an influence on the service provision, based
on a relationship between the access frequency and the
predicted access frequency on the time series graph, and
causes the graphing unit to display the influence termi-
nation time.



